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Abstract. This document illustrates basics and research topics for opti-
mizing the energy consumption in storage systems. Due to the increasing
amount of storage systems as main energy consumers in IT infrastruc-
tures, we focus on the applicability and relevance for storage subsystems
and hierarchical storage systems. Furthermore, we discuss possibilities
and economical capabilities of different approaches and illustrate the
influence they have on future generations of storage technologies and
storage management systems.

1 Introduction and Motivation

In the last decade the energy consumption of IT infrastructures heavily increased.
The main reason for this growth consists in the relocation of services into the
world wide web and in it’s rapid expansion. Thus, today many services are offered
online, e. g., music stores, video on demand services and many more. Because of
this, more infrastructure is needed to host services and data, which means more
energy is consumed. According to [8], energy consumption of data centers has
doubled between 2000 and 2005. The reason mainly consists in the dropped costs
for low-end and mid-end hardware. Therefore, special storage hardware is not
only affordable for big companies, but for small ones and private individuals, too,
which use it to provide online services. Further studies of the American Energy
Information Administration (EIA) and the International Energy Agency (IEA)
stated that the average worldwide energy consumption per year increased about
two percent. This means a doubling every 35 years [19]. Figure 1 illustrates the
energy needs since 1980 and gives a forecast to 2030.

Today’s efforts for saving energy are mainly limited to the optimization of
internal server hardware (e.g., processors, hard disks, ...), which comes to an
energy optimization of the servers themselves. For example, in 2005 a single-
core processor consumed about 100 W. In contrast, today a core (in idle state)
consumes about 3 W of energy [5]. Notably the power consumption of, e.g., disk
storage remains largely unchanged. Therefore, server systems are no longer the
main energy consumers of an IT infrastructure, but storage systems. The devel-
opment of new energy optimization techniques for storage systems stagnated,
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Fig. 1. World Market Energy Consumption 1980-2030 [19].

which made them the new energy consuming leaders. The papers of Guerra,
Belluomini, Glider [5] and Raffo [16] illustrate that the storage infrastructure
increasingly consumes the biggest amount of energy in a typical data center.
For that reason, the challenge of this paper is to show the state of the art and
discuss several research papers for optimizing the energy consumption of stor-
age systems and then illustrate trends for future developments. This paper is
the base to identify the requirements and to develop a conception for a future
storage system.

The remainder of this paper is structured into three sections. Section 2 sum-
marizes different research papers regarding the energy consumption of storage
systems. It is divided into four subsections: analyses of data centers (Subsec-
tion 2.1), energy optimization techniques of storage hardware (Subsection 2.2),
data management aspects (Subsection 2.3) and intelligent algorithms (Subsec-
tion 2.4). Thereafter, a common summary is given in Section 3. Afterwards,
Section 4 outlines a project specific summary for reuse in the CoolSoftware1

project. The CoolSoftware project focuses on optimizing software’s energy con-
sumption due to energy auto-tuning at runtime. The vision also is an energy
management of hardware components. This paper only describes the aspect of
optimizing energy consumption of storage systems, but there are further research
results regarding hardware energy management and aspects of software’s energy
consumption illustrated in two additional papers: [20] and [22].

1 http://www.cool-software.org
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2 Research Papers

In this section we summarize research papers of the last ten years, which address
the energy optimization of storage systems. For a clarity, this chapter is divided
into four categories. In Subsection 2.1, we give a summary of some statistics and
analyses of big data centers. This will show where energy consumers are located
in a typical infrastructure and which potential savings they hold. Thereafter,
techniques and approaches for the optimization of individual storage hardware
are described in Subsection 2.2. In Subsection 2.3, an abstraction is made by ob-
serving the layer above the hardware. We describe optimization techniques which
orientate on data. Afterwards, an overview of intelligent algorithms for data re-
duction is given and their effects on energy savings are discussed in Subsection
2.4.

2.1 Statistical Analyses of Data Centers

Guerra, Belluomini and Glider [5] show a common summary about various re-
search areas and trends. Additionally, an analysis of the energy consumption of
data centers is made and their savings potential is outlined. They predict an
increasing energy consumption in storage systems. Their thesis is supported by
a survey of the International Data Corporation (IDC) [7] from 2008. The study
describes four trends till 2013:

1. In the next years the unit acquisitions of storage systems will exceed the
ones of server systems.

2. Because of faster growing memory needs and slower growing capacities of
storage technologies, the acquisitions of additional storage systems will in-
crease.

3. To handle the additional storage requirements data centers will move to
2.5” form factor, which typically needs more energy per GB as comparable
devices of the 3.5” class.

4. The performance will improve slower than the capacity.

Furthermore, [5] illustrates an overview about already existing research papers
which address the energy optimization of storage systems. For example, a variety
of papers exists which concerns about the optimization of single hard drives (cf.
Subsection 2.2). However, many of these ideas still have not arrived in industry.
Another part of this paper performs an analysis of measurements in data centers.
This results in a projection of the energy savings potential of a representative
IT infrastructure [5]. Guerra, Belluomini and Glider figured out that hard disks
typically are without access for about 20 % of their operation time. Furthermore,
the workload of hard disks in a combined storage group is very different, because
data is not spread among particular disks by using energy aspects for the distri-
bution itself. At the end of this paper an entire energy savings potential of 40 %
to 75 % is calculated if an energy optimization would take place; on hardware
side as well as on software side.
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Another paper of Poess [15] investigates different energy saving techniques
(like clock speed control for processors, power modes in the operating system,
energy efficient power supplies and more) which are used in practice. The authors
evaluate their influence on the performance in data centers and on its applica-
tions. The work is motivated as there are many approaches for energy savings
of different system components but there are only few studies about their prac-
tical usage in real scenarios. Also almost no data about the scalability of those
techniques (for a very huge amount of data) is available. In [15] the distribution
of energy consumers in an IT infrastructure is shown, which reveals that the
main part (79.1 %)2 is used by the storage subsystem. This paper also focuses
on special hardware, like solid state disks (SSD), and data compression. At the
end, a classification regarding the performance and the energy consumption is
made, which is used for a rating of the energy optimization. It is shown that
SSDs comparatively need less energy at average performance in comparision to
traditional hard drives and data compression enables additional energy savings,
too. If less data has to be stored, fewer I/O accesses are required leading to a
lower energy consumption for a drive. The decreasing performance is balanced
by energy savings.

2.2 Energy Optimization Techniques of Storage Hardware

A series of further papers directly focuses on storage hardware systems. Some
of them try to optimize the data distribution in a RAID group. A big field
of research concentrates on Dynamic Speed Control for Power Management
(DRPM)3 [6,18]. It is a technique to dynamically control the rotation speed
of hard disks w.r.t. their workload. Traditional approaches often only allow a
shutdown of media if a specific time without access elapsed (idle time). Ac-
cording to Tamilarasan, Shankarapani and Qin [18] this only works as far as
the load of the hard disk is low and the idle time between different accesses is
very high. Typically, this is the case in private and home environments, but it
is not applicable for storage systems in an IT infrastructure. DRPM strikes a
balance by automatically controlling the rotation speed of hard disk systems.
A small number of revolutions helps to optimize the energy usage, because the
rotation engine sill consumes most of the energy. Thus, a decreasing rotation
speed means a square increasing energy saving, whereas the performance loss
grows linear [18].

Further work like Weddle, Oldham and Qian [21] discusses the optimization of
RAID systems. Because of their performance and reliability they are widespread
among data centers. RAID systems are constructed in a way so that data at
most is equally distributed between all hard disks. Because of the energy saving
by shutdown or DRPM of single hard disks this approach is only partly suit-
able. Instead, it is necessary to distribute the data in the storage system w.r.t.

2 The calculation refers to an analysis of a TPC-C benchmark in the proceedings of
the VLDB 1(2): 1229-1240 (2008)

3 Dynamic Rotations Per Minute
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the workload. So rather than to achieve a uniform distribution it is required to
get a distribution which enables a shutdown or spin down of hard disks with
a small load. In [21] this approach is called PARAID (Power Aware RAID).
Regarding to the authors, a reduction of the energy usage from up to 34 % is
possible. The advantage of this idea is that the performance and reliability of
traditional RAID configurations mostly is conserved. PARAID distributes data
above different hard disks. This is done by using free space on each media to
build up several overlapping hierarchical RAID configurations. Each configura-
tion includes a different number of hard disk systems. Regarding the workload,
hard disks can be shutdown or spun down by changing the RAID configuration.
For example, if the workload of the storage system increases the configuration is
changed, additional hard disks are activated and requested data is made avail-
able from these new disks, too. The advantage on the one hand is an energy
saving and on the other hand a bandwidth increase (by using additional hard
disks).

Particularly in the area of enterprise storage there is still the problem of scarce
propagation of relevant energy optimization strategies [10], because the focus
lies on high availability of data meaning special requirements for the underlying
storage systems. Thus, the problem is that storage hardware can hardly or not
shut down, because the idle time between single requests is too low, implying a
high performance loss. To address this problem, Narayanan and Donnelly [10]
analyzed different storage systems in an IT infrastructure over a period of a
week. The results show that the idle times are low indeed, but nevertheless there
are lots of them. Based on this insight the procedure of Write Off-Loading [10]
was developed. It tries to influence the write and read behavior to maximize idle
times between accesses and thereby increases the efficiency of other procedures
like spin down or DRPM. In consequence, Write Off-Loading allows a write
access to shutdown hard disks by caching the active data on another place in
the storage scenery. This happens transparently in the background on block
level. By this method allows energy savings of 45 % to 60 %.

2.3 Data Management

In the research field of data management many papers were published which
discuss the efficient and especially the energy-optimized deposit of information.
Here one question is very important. Namely, how does the data distribution
influences the energy consumption in a storage system?

Nightingale [11] introduced a new file system, named BlueFS, which was
developed to decrease the energy consumption of the underlying storage tech-
nology. Therefore, BlueFS divides the file system into hierarchical caches and
replicates data on different storage technologies. If information is read, BlueFS
decides what storage technology is the best in relation to the expected energy
consumption. So it takes advantage of the energy saving states of the underlying
technology. An energy saving of up to 55-76 % is achieved.

A number of further work focuses on how to use the available energy saving
states of hard disk systems more effectively. Liu, Cheng and Guan [9] describe the
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employment of modern storage technologies, like flash storage, as caches for hard
disks. The advantage of these new technologies is a reduced energy consumption.
For example, flash storage has no rotation engine. By using these technologies as
caches for frequently used files it is now possible to relieve the underlying hard
disks and set them to an energy saving state, because the number of accesses is
drastically reduced. According to [9], an energy saving of up to 90 % is achieved
and additionally an improvement of the access time is enabled, because flash
storage usually offers a faster data access than traditional hard disks. Other
papers addressing the same topic are [1,2,17,24]. They capture this approach and
describe it for different file systems and IT infrastructures. For example, David
and Devaraj [2] developed an intelligent algorithm to manage the cache storage
approach more energy efficient then, e.g., traditional cache algorithms like LRU4.
Additionally, an overview is given about how often specific files are accessed on
a hard disk to substantiate the cache approach with flash storage. The result
is that only a fractional part of all stored documents is simultaneously active.
However, flash storage is essentially more expensive than traditional disk storage.
Thus, it is necessary to evaluate the optimal relation between the capacity (of
the flash storage) and the cost saving by energy optimization.

A last big group of research papers focuses on RAID systems. The already
outlined approaches have the problem that they are not readily available for
RAID systems, because those have a very high load (depending on the RAID
level) leading to a small number of usable idle times. Otoo and Rotem [12]
especially address this problem. The so far discussed ideas of the disk power
management (DPM) try to shutdown hard disks as often as possible. This implies
additional costs for the time when an access to offline data is attempted, due
to the resulting spin up of the regarding media. However, especially in a server
environment where a lot of data is stored in RAID systems, the idle times do
not become high enough so that the DPM approach gets profitable. Hence, Otoo
and Rotem [12] introduced an approach which exchanges information between
different RAID combinations on block level. This happens by monitoring the
load of particular hard disks in such a way that blocks with a high access rate
are shifted to special RAID groups which are constantly running. Thereby, a
higher idle time at the majority of the left RAID groups could be reached, what
allows a shutdown or spin down of them. This method is similar to this one
where flash storage is used as cache. But in contrast [12] offers the advantage to
use the existing infrastructure instead of extending it. According to [12], energy
savings of up to 50 % are reached and the arising limitations for the access time
stay small. There are some similar papers focussing this topic [13,23], which
substantiate these results.

4 Least Recently Used
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2.4 Intelligent algorithms

One last relevant research area is concerned with algorithms for the deposition
of information on a storage system and how to design it in a more intelligent
and energy efficient way.

Pinheiro, Bianchini and Dubnicki published a representing paper [14] for a
variety of work which concentrates on the reduction of data in a storage system.
The so called DeDuplication of data allows a reduction of them what results
in a lower access rate for information. And a decrease of this rate means an
increase of the energy savings. [14] illustrates this procedure and subsequently
evaluates it. According to [14], such data reduction approaches obtain energy
savings between 20 % and 61 %.

3 Summary

In this paper the state of the art and the latest research results in the area
of energy optimization in storage systems were outlined. In the whole topic of
energy optimization of IT hardware the storage systems only make up a small
part. However, this small part becomes more important. Especially the fact that
hardware components already get constructed very energy efficient means that
the storage systems increasingly became the largest energy consumers in an IT
infrastructure. The research done in this area is in its beginnings but continues
to rise. A lot of papers tried to reuse traditional procedures like DRPM and
revive them for the purpose of energy optimization in complex storage systems
and storage groups. But a lot of new ideas arose, which focus on the problem
of high availability of RAID systems or try to optimize the data distribution
by using intelligent algorithms. Thus, the research potential in the area of the
energy optimization for storage systems is huge whereby the development of such
systems has just begun.

4 CoolSoftware specific summary

The CoolSoftware project focuses on building an energy auto-tuning runtime
environment for software components [4]. In this section, we want to summarize
the related work discussed in this paper and relate it to the CoolSoftware project.

In this literature study we focused on storage systems. In contrast, Cool-
Software concentrates on energy optimization by an intelligent distribution of
software components. Nevertheless, in CoolSoftware the hardware is monitored
and controlled by so called Resource Managers [3] to achieve energy optimiza-
tion. With these, it is possible to put specific IT infrastructure components in
different energy states and to reflect on them. The energy optimization within
these states and within the hardware subsystem is done by the concerned subsys-
tem itself. For this reason the discussed approaches in this paper reveal different
starting points for CoolSoftware.
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4.1 Hardware manipulation

Some approaches intersect with the objective of CoolSoftware. For example,
mechanisms like DRPM (Subsection 2.2) try to manipulate the hardware to find
a tradeoff between energy savings and performance loss. In terms of CoolSoftware
this could be interesting when trying to use less systems resources for specific
tasks and software components and still tempt to save more energy. Certainly,
DRPM is only one way in the tier of the storage system to influence the hard-
ware’s energy consumption. So it’s conceivable that particular storage hardware
is shutdown or (partially) restricted in it’s performance for appropriate work-
loads if a fractional part of this performance still suffices to solve a given task. In
CoolSoftware these performance requirements for software components have to
be described and evaluated. Thereby, two general possibilities appear for saving
energy with limited performance:

– On way is to use the given hardware without controlling it so that soft-
ware components could run on hardware components with just acceptable
performance.

– Another way is to control the hardware components so that used components
could be influenced in such a way that they just offer a limited performance
spectrum for a given task.

4.2 Intelligent algorithms

Papers in this field of research provide different ideas on how to deal with the dis-
tribution of data. The input for CoolSoftware could be to adapt these approaches
for distributed software components, so that maybe some of these algorithms can
be reused or modified.

Another result of Section 2.4 is that data reduction is an important possibility
to lower energy costs. Less data means less energy consumption in the storage
system. Now, the challenge is to consider how this is useful for CoolSoftware. For
example, it is imaginable to only choose those variants of software components
which produce a small amount of data in the storage system or which use less
resources than other similar components.

4.3 Caching

A bigger part of the literature is concerned in introducing fast flash storage as
cache for storage subsystems, because flash storage consumes substantially less
energy than traditional storage technologies. Suggestions for intelligent caching
and buffering mechanisms can be derived for CoolSoftware. They could be used
as a layer between the software components and the storage subsystems (energy
aware storage middleware). The advantage is a lower energy consumption and a
better performance. However, at this time these aspects are not focused by the
CoolSoftware project.
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